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Adaptive Controller Tuning Method Based on
Online Multi-objective Optimization: A Case Study

of the Four-bar Mechanism
Alejandro Rodrı́guez-Molina1, Miguel G. Villarreal-Cervantes1, Efrén Mezura-Montes2, Mario Aldape-Pérez1

Abstract—The efficient speed regulation of four-bar mecha-
nisms is required for many industrial processes. These mecha-
nisms are hard to control due to the highly non-linear behavior
and the presence of uncertainties or disturbances. In this work,
different Pareto front approximation search approaches in the
adaptive controller tuning based on online multi-objective meta-
heuristic optimization, are studied through their application in
the four-bar mechanism speed regulation problem. Dominance-
based, decomposition-based, metric-driven and hybrid search
approaches included in algorithms NSGA-II, MOEA/D-DE, SMS-
EMOA, and NSGA-III, respectively, are considered in this study.
Also, a proposed metric-driven algorithm based on the Differ-
ential Evolution and the hypervolume indicator (HV-MODE)
is incorporated into the analysis. The comparative descriptive
and non-parametric statistical evidence presented in this work
shows the effectiveness of the adaptive controller tuning based
on online multi-objective meta-heuristic optimization and reveals
advantages of the metric-driven search approach.

Index Terms—Meta-heuristics, multi-objective optimization,
adaptive tuning, intelligent control, four-bar mechanism.

I. INTRODUCTION

A. Background and context

Four-bar mechanisms (FBMs) conform to a particular class
of closed kinematic chain mechanisms. These mechanisms
can follow predefined non-linear planar trajectories with a
single degree of freedom. They are widely used in several
industrial applications due to their lower cost, higher precision
when following a particular trajectory, greater force rates and
simplicity compared with serial mechanisms. Nevertheless,
the design of appropriate control strategies turns out to be
difficult because these mechanisms have highly non-linear
dynamics with behaviors that are difficult to govern. Moreover,
if mechanisms are subject to uncertainties (such as load
perturbations, unmodeled dynamics, and unfavorable operating
environments), the design process of a suitable control strategy
may be even harder.

In a general point of view, dynamic systems are required
to have the desired behaviors to generate useful engineering
applications. Control engineering is responsible for analyzing
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those systems and design suitable control strategies or con-
trollers that properly govern their behaviors.

Some well classical controllers such as the linear [1] or
model-based [2] ones have been used to control the speed
of the FBM. These alternatives have a proven control perfor-
mance but present some difficulties when there are uncertain-
ties or disturbances.

On the other hand, the control system has a set of pa-
rameters that compromise their performance. The setting of
these parameters, known as the tuning task, is one of the most
important problems in control engineering. Depending on a
selected parameter configuration, controllers can improve or
diminish the closed-loop system accuracy, sensibility, robust-
ness, energetic efficiency, and overall operation quality. Then,
the controller tuning impacts in the productivity, production
cost and product quality in the industry.

The controller tuning must be performed by considering a
set of well-established performance requirements [3] to satisfy
the necessities of modern applications, which use dynamic
systems with increasing complexity. In most of the cases, there
are several trade-offs among these requirements which make
the tuning task a very complex problem.

Controller tuning approaches can be classified into four
categories [4]:
• Analytical methods, which use tools from conventional

classical and modern control theory to find the controller
parameters by analyzing the closed-loop system stability.

• Heuristic methods, where the controller parameters are
chosen manually based on empirical knowledge of the
dynamic system behavior.

• Optimization tuning methods, in which a mathematical
programming problem is stated and then is solved by an
optimizer to find the most suitable controller parameters.

• Adaptive tuning methods that obtain the controller pa-
rameters online by using an identification process and
a combination of the above methods. Unlike the rest
of the tuning methods where the controller parameters
remain fixed, in the adaptive approach, those parameters
are updated continuously in response to the control sys-
tem changes. This tuning approach is suitable for high
precision control systems which are subject to unbounded
uncertainties or disturbances.

Analytical and heuristic tuning methods cannot always
satisfy more than one tuning criteria. Unlike these, optimiza-
tion methods can consider several performance requirements
at the same time by stating a multi-objective optimization
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problem (MOP). Moreover, these can include computational
intelligence techniques to handle the most complex tuning
problems.

The use of computational intelligence in control engineering
is commonly referred to as intelligent control [5] and has been
increased in industrial problems where classical and modern
control theory tuning approaches have not been proven to be
successful enough [6].

Among computational intelligence techniques, meta-
heuristics are alternatives that can find good solutions to very
complex optimization problems at a reasonable computational
cost [7]. Because of this, these techniques have been adopted
in several optimization tuning methods for a wide variety of
control engineering applications that require to fulfill a set of
specifications stated as a MOP [8]. In [9] for example, the
proportional, integral and derivative gains of two Proportional
Integral Derivative (PID) controllers for a double pendulum
are tuned by using the Non-dominated Sorting Genetic
Algorithm II (NSGA-II) [10]. In this, the requirements are the
minimization of the links position errors and the variation of
the control signals. A multi-objective variant of the Particle
Swarm Optimization (PSO) [11], named Ingenious-MOPSO,
is employed in [12] to tune a sliding mode controller for a
biped robot. This controller parameters include three positive
constants and three sliding surfaces. The minimization of the
robot angle errors and the control effort are considered as
the tuning criteria. The work in [13] uses the Multi-objective
Genetic Algorithm (MOGA) [14] over a grid computing
environment to tune the weights of a loop-shaping H∞ robust
controller for a Boeing 747 aircraft. The tuned controller is
used to decrease the over-shoot, settling-time and rise-time of
the control system. PMODE, a Pareto based multi-objective
variant of Differential Evolution (DE) [15], is used in [16] to
tune the gains of a PID controller for a flexible link system.
Five tuning requirements are considered in the MOP, the
over-shoot, steady-state-error, system response, and maximum
peak response. In [17], the number of inputs, membership
functions, and fuzzy rules, as well as the and-or-ignore
conjugates and the defuzzification algorithm are also tuned by
MOGA for a DC motor. Real-time information of hardware in
the loop simulation of the control system is used to measure
the quality of a given configuration regarding the rise-time,
steady-state-error, energy consumption, and implementation
complexity. Another fuzzy controller is tuned in [18]. In this,
the centers and widths of the Gaussian membership functions,
the number of fuzzy control rules and the gains of a fuzzy
PID controller are tuned by using a Genetic Algorithm (GA)
[19] for a Pendubot system. A MOP that considers the
minimization of the fuzzy rules numbers and the operation
error is stated and then transformed to a single-objective
problem through a preference-based method. In [20], a
multi-objective external optimization approach is used to tune
the gains and orders of the fractional order PID (FOPID)
controller for an Automatic Voltage Regulator (AVR) to
minimize the regulation and steady-state errors, as well as the
settling time. A similar optimization approach is adopted in
[21] to adjust the FOPID controller with the aim to improve
the performance of an islanded microgrid and minimize the

frequency deviation and the controller output signal.
For all the above works related to optimization tuning

methods, the tuned controllers remain fixed. They show good
performance when the controlled system is not subject to
uncertainties or disturbances or when these last have bounded
behaviors. Nevertheless, when these present large uncertain-
ties, the good performance of the fixed controllers cannot be
ensured, and the use of adaptive tuning methods is necessary.

Meta-heuristic multi-objective optimization approaches
have also been adopted by adaptive tuning methods, i.e., the
controller parameters are updated online through a multi-
objective meta-heuristic optimization process. However, they
have been less explored despite their possible advantages in
control systems subject to uncertain and disturbing conditions.
In these, the MOP, which considers different performance
requirements, is solved online to obtain different controller
configurations at given time intervals to compensate for the
undesired behaviors of the controlled system. One example of
these tuning methods is found in [22]. In this, the parameters
of an inverse dynamics controller for the DC motor are tuned
online through different multi-objective variants of DE. The
MOP takes into account the system identification error and the
parameter sensibility. The adaptively tuned controller achieves
a good performance when critical uncertainties are induced
to the motor. Nonetheless, there is a lack of studies about
adaptive tuning methods based on meta-heuristic optimization,
until now it is impossible to determine their effectiveness in
controlling complex systems.

B. Contributions

As observed before, there is a lack of studies related to the
performance of search approaches (such as the dominance-
based, decomposition-based, metric-driven, and hybrid) to find
a finite Pareto front approximation (assuming that the true
Pareto front is not known in real-world optimization problems)
in the adaptive tuning methods based on multi-objective meta-
heuristic optimization and subject to hard and uncertain op-
erative conditions; only the dominance-based meta-heuristics
have been studied in general for the controller tuning problem
as can be observed in [8]. Hence in this paper, the search ap-
proaches are studied in the adaptive controller tuning method
based on online multi-objective meta-heuristic optimization.
A particular case study ”a four-bar mechanism” is proposed
to implement the adaptive tuning methods based on four
different state-of-art meta-heuristic search approaches such as
the dominance-based, decomposition-based, metric-driven and
hybrid search approaches. Additionally, a novel metric-driven
multi-objective variant of the Differential Evolution based on
the hypervolume (HV-MODE) is proposed.

The main contributions of this paper are: i) The empirical
study of different search approaches in the adaptive tuning
methods based on online multi-objective meta-heuristic op-
timization. ii) The proposal of a multi-objective optimizer
which considers a metric-driven search approach and provides
improved performance in the adaptive tuning method (online
controller tuning problem). iii) The proposal of a MOP for
the adaptive controller tuning of dynamic systems, which
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Fig. 1: Generalized four-bar mechanism (GFBM).

Fig. 2: Real four-bar mechanism (RFBM).

considers the identification error and the smoothness of the
control signal. The controller tuning method is applied to the
case study of an FBM, where suitable model parameters are
obtained online to be used in a PD-computed-torque speed
controller.

The rest of the paper is organized as follows: the generalized
and the real crank-rocker FBMs are described in Section III. In
Section IV, an overview on multi-objective optimization and
adaptive controller tuning is given, and then, an adaptive con-
troller tuning strategy based on multi-objective meta-heuristic
optimization for the speed control of the FBM is proposed.
Four representative state-of-art multi-objective meta-heuristics
based on different search approaches are introduced to be
used along with the proposed control strategy in Section V.
Additionally, the proposed optimizer HV-MODE is described
in the same section. Numerical results from the adaptive
controller tuning strategies based on the above optimizers
in the speed control of a disturbed FBM are presented and
discussed in Section VI. Conclusions and future research are
given in Section VII.

II. CASE STUDY: THE FOUR-BAR MECHANISM

Two dynamics are considered in the proposed adaptive
controller tuning strategy. The first dynamics, called ”general-
ized four-bar mechanism (GFBM)”, represents the generalized
behavior of FBMs in a crank-rocker configuration and is used
to perform a dynamic simulation in the adaptive mechanism
later explained in Section III-D3. The second dynamics, called
”real four-bar mechanism (RFBM)”, is a particular case of the
GFBM and represents the plant to be controlled.

A. The generalized four-bar mechanism

The GFBM (generalized plant) in a crank-rocker configu-
ration is depicted in Fig. 1. In this, li is the length, and qi is
the angle of the i-th link concerning the horizontal.

The dynamic parameters of the GFBM ar contained in the
vector p, where mi is the mass, Ii is the inertia moment, lci
is the length to the mass center and qci is the angle to the
mass center of the i-th link (all regarding the corresponding
reference coordinate system {i}).

p = [m2,m3,m4, I2, I3, I4, lc2 , lc3 , lc4 , qc2 , qc3 , qc4 ]T (1)

Using the crank position q2 as the generalized coordinate,
the corresponding angles of the rocker and the coupler links
can be obtained through a kinematic analysis as:

q3 = 2 tan−1

(
−k2±

√
k21+k22−k23

k3−k1

)
q4 = tan−1

(
l2 sin(q2)+l3 sin(q3)

−l1+l2 cos(q2)+l3 cos(q3)

) (2)

where

k1 = 2l3 (l2 cos(q2)− l1)
k2 = 2l2l3 sin(q2)
k3 = l21 + l22 + l23 − l24 − 2l1l2 cos(q2)

(3)

Then, the angular velocities of these links can be also
expressed regarding q2, q3(q2), q4(q2) and the generalized
velocity q̇2, as shown in (4).

q̇3 = l2
l3

sin(q4−q2)
sin(q3−q4) q̇2 = S1

q̇4 = l2
l4

sin(q3−q2)
sin(q3−q4) q̇2 = S2

(4)

With the above kinematic relationships, it is possible to de-
velop the dynamics of the FBM by substituting the Lagrangian
formulation (5) in the Euler-Lagrange equation (7).

L = J1q̇
2
2 + J2q̇

2
3 + J3q̇

2
4 + P1C1q̇2q̇3 +G1 (5)

with

J1 = 1
2

(
m2l

2
c2 + I2 +m3l

2
2

)
J2 = 1

2

(
m3l

2
c3 + I3

)
J3 = 1

2

(
m4l

2
c4 + I4

)
P1 = m3l2lc3
C1 = cos (q2 − q3 − qc3)
G1 = −m2glc2 sin (q2 + qc2)−m3g (l2 sin(q2)

+ lc3 sin (q3 + qc3))−m4glc4 sin (q4 + qc4)

(6)

d

dt

(
∂L

∂q̇2

)
− ∂L

∂q2
= τ (7)

Hence, the equation of motion of this mechanism is given
by the following expression:

2
(
J1 + J2S

2
1 + J3S

2
2 + P1C1S1

)
q̈2 + (2J2S1DS1

+2J3S2DS2 + P1S1DC1 + P1C1DS1) q̇2
2

−DG1
= τ

(8)
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where
DS1

= ∂S1

∂q2
+ ∂S1

∂q3
S1 + ∂S1

∂q4
S2

DS2
= ∂S2

∂q2
+ ∂S2

∂q3
S1 + ∂S2

∂q4
S2

DC1 = ∂C1

∂q2
+ ∂C1

∂q3
S1

DG1 = ∂G1

∂q2
+ ∂G1

∂q3
S1 + ∂G1

∂q4
S2

(9)

with the derivatives
∂S1

∂q2
= − l2l3

cos(q2−q4)
sin(q3−q4)

∂S1

∂q3
= l2

l3

sin(q2−q4) cos(q3−q4)
sin2(q3−q4)

∂S1

∂q4
= − l2l3

sin(q2−q3)
sin2(q3−q4)

∂S2

∂q2
= − l2l4

cos(q2−q3)
sin(q3−q4)

∂S2

∂q3
= l2

l4

sin(q2−q4)
sin2(q3−q4)

∂S2

∂q4
= − l2l4

sin(q2−q3) cos(q3−q4)
sin2(q3−q4)

∂C1

∂q2
= − sin (q2 − q3 − qc3)

∂C1

∂q3
= sin (q2 − q3 − qc3)

∂G1

∂q2
= −m1glc2 cos (q2 + qc2)−m2gl2 cos q2

∂G1

∂q3
= −m2glc3 cos (q3 + qc3)

∂G1

∂q4
= −m3glc4 cos (q4 + qc4)

(10)

The equation of motion in (8) can be arranged in the closed-
form (11), where M(p, q2), C(p, q2, q̇2) and G(p, q2) are the
inertia, centrifugal/Coriolis and gravity terms, respectively, and
the term τ corresponds to the generalized torque.

M(p, q2)q̈2 + C(p, q2, q̇2)q̇2 +G(p, q2) = τ (11)

Let x = [x1, x2]T = [q2, q̇2]T be the state vector that
includes the angular position and speed of the FBM crank.
Using (11), the state equation for the closed-loop system can
be written as in (12), with u = τ the control action and t the
time.

ẋ =

[
x2

u−C(p,x1,x2)x2−G(p,x1)
M(p,x1)

]
= f(p,x, u, t) (12)

The output vector is selected as y = [y1, y2, y3]T =
[q2, q̇2, q̈2]T and contains respectively, the position, velocity,
and acceleration of the mechanism crank, all of these are
assumed to be measurable or observable variables.

B. The real four-bar mechanism

Let the mechanism in Fig. 2 be the RFBM to be controlled
(real plant) with the fixed parameters in Table I. This system
is a particular case of the GFBM and inherits its kinematics
and dynamics. Some important considerations are pointed out
next to describe the real mechanism dynamics in the form of
(11) and using the same parameter vector as in (1).

1) The real mechanism bars and the disturbing disk:
The crank and rocker bars of the RFBM are considered as
straight bars, i.e., qc2 = qc4 = 0. With the aim of inducing
uncertainties, a disk of mass m̄d and moment of inertia Īd
is assumed to be rigidly joined to the coupler bar of the real
mechanism. The resulting total mass m3, mass center c3 and
inertia I3 of the coupler link are described next:

1.1) Total coupler link mass center: The mass and the
moment of inertia, both relative to the coupler link without

the disk, are denoted by m̄3 and Ī3. Likewise, the relative
location of the coupler (without the disk) mass center c̄3 and
the disk mass center c̄d in (13) are given by the lengths l̄c3 and
l̄cd , and the angles q̄c3 and q̄cd (all referenced to the coordinate
system {3̄}), respectively.

c̄3 =
[
l̄c3 cos(q̄c3), l̄c3 sin(q̄c3)

]T
c̄d =

[
l̄cd cos(q̄cd), l̄cd sin(q̄cd)

]T (13)

Then, the total mass center of the coupler link with the disk
is represented by the vector c3 in (14) with the corresponding
magnitude lc3 and direction qc3 given by (15) (these also
referenced to the coordinate system {3̄}).

c3 =
m̄3c̄3 + m̄dc̄d
m̄3 + m̄d

(14)

lc3 = ‖c3‖

qc3 = tan−1

(
m̄3 l̄c3 sin(q̄c3)+m̄d l̄cd sin(q̄cd)
m̄3 l̄c3 cos(q̄c3)+m̄d l̄cd cos(q̄cd)

)
(15)

1.2) Total coupler link mass: The total mass of the coupler
with the disk is given by (16).

m3 = m̄3 + m̄d (16)

1.3) Total coupler link inertia: The total inertia of the
coupler with the disk is obtained through the Steiner’s theorem
in (17).

I3 = Ī3 + m̄3‖c3 − c̄3‖2 + Īd + m̄d‖c3 − c̄d‖2 (17)

2) The non-linear trajectory of the disk: Additionally, the
disk is following a highly non-linear epicycloidal trajectory
around the center of mass c̄3 as observed in Fig. 2. This
trajectory is described by (18) with r1 = 60.5 × 10−3 and
r2 = 11 × 10−3. Then, the magnitude and the direction to
disk mass center vector referenced to the coordinate system
{3̄} are given by l̄cd =

√
x̄2

3 + ȳ2
3 and q̄cd = tan−1(ȳ3/x̄3),

respectively. When following the above trajectory, the disk
produces non-linear variations in the dynamic parameters of
the FBM.

x̄3 = l̄c3 cos(q̄c3) + (r1 + r2) cos
(

4πt
5

)
−r2 cos

(
4πt
5

(
1 + r1

r2

))
ȳ3 = l̄c3 sin(q̄c3) + (r1 + r2) sin

(
4πt
5

)
−r2 sin

(
4πt
5

(
1 + r1

r2

)) (18)

III. ADAPTIVE CONTROLLER TUNING BASED ON ONLINE
MULTI-OBJECTIVE OPTIMIZATION

An overview of multi-objective optimization, multi-
objective meta-heuristics, and adaptive controller tuning is
presented in this section. Then, a proposed adaptive controller
tuning strategy based on online multi-objective meta-heuristic
optimization for the speed regulation of the RFBM in Fig. 2
is described.
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TABLE I: Fixed parameters of the real mechanism.
Parameter Value
l1 0.3810 (m)
l2 0.1016 (m)
l3 0.3048 (m)
l4 0.2032 (m)
m2 0.1554 (Kg)
m̄3 3.5110 (Kg)
m4 0.2996 (Kg)
m̄d 1.1152 (Kg)
I2 0.0168×10−2 (Kg ·m2)
Ī3 3.2974×10−2 (Kg ·m2)
I4 0.1137×10−2 (Kg ·m2)
Īd 0.1394×10−2 (Kg ·m2)
lc2 0.0508 (m)
l̄c3 0.1759 (m)
lc4 0.1016 (m)
qc2 0.0 (rad)
q̄c3 0.5236 (rad)
qc4 0.0 (rad)
g 9.81 (m/s2)

A. Multi-objective optimization

A multi-objective optimization problem (MOP) is stated as
in (19), where a vector of design variables p = [p1, . . . , pd]

T

must be found to minimize a vector F of m ≥ 2 objective
functions which are in conflict with each other. The MOP is
subject to several constraints in the form of gi(p) and hj(p),
as well as the design variables bounds pk ∈ [pmink , pmaxk ]. The
space of feasible solutions (where all constraints are met) is
denoted by Ω.

min F (p) = [f1(p), . . . , fm(p)]T

subject to:
gi(p) ≤ 0, i = 1, . . . , ng
hj(p) = 0, j = 1, . . . , nh

pmink ≤ pk ≤ pmaxk , k = 1, . . . , d

(19)

Definition 1. (Pareto dominance, [23]).
A vector F (p) = [f1(p), . . . , fm(p)]T is said to dominate
F (q) = [f1(q), . . . , fm(q)]T (denoted by F (p) � F (q)) if
and only if F (p) is as good as F (q) for all the objectives, i.e.,
fi(p) ≤ fi(q),∀i ∈ {1, . . . ,m}, and for at least one objective
fi(p) < fi(q).

Definition 2. (Pareto optimality, [23]).
A decision vector p ∈ Ω is a Pareto optimal if no objective
function fi(p) can be improved without worsening the rest,
i.e., @q ∈ Ω such that F (q) � F (p).

Definition 3. (Pareto optimal set, [23]).
The Pareto optimal set P∗ contains every possible optimal
decision vector p ∈ Ω, i.e., P∗ = {p ∈ Ω | @q ∈ Ω, q � p}.

Definition 4. (Pareto front, [23]).
The Pareto front also named true Pareto front contains the
evaluated objective vectors of the vectors in P∗, i.e., PF∗ =
{F (p) | p ∈ P∗}.

The solution of the MOP in (19) is a set of Pareto optimal
solutions P∗, that mapped in the objective function space,
provide a set PF∗ with different trade-offs among objectives.
Then, the decision maker can select a suitable trade-off solu-
tion for a particular application depending on its preferences.

B. Multi-objective meta-heuristics

Meta-heuristic optimizers are stochastic computational tech-
niques that can find good solutions to optimization problems,
at a reasonable computational cost. Many of them are inspired
in several biological processes such as the natural evolution.
Among the advantages of these techniques is their capability
to solve very complex problems (e.g., with highly non-linear
or discontinuous elements) without requiring additional infor-
mation about them (e.g., derivatives).

A multi-objective meta-heuristic optimizer can solve MOPs
and find several trade-offs among objectives. These trade-offs
conform a finite Pareto front approximation PFA to the true
Pareto front PF∗. The search for this approximation can be
performed based on the following four approaches [24], [25]:

1) Dominance-based: the Pareto dominance is used to iden-
tify promising candidate solutions, i.e., solutions that are
non-dominated are preferred and must persist.

2) Decomposition-based: the MOP is decomposed into a
finite number of scalar optimization sub-problems which
are optimized simultaneously as single-objective prob-
lems.

3) Metric-driven: a performance metric which evaluates the
quality of each solution (concerning a candidate solution
set or a reference alternative) is used to decide which
solutions are better to guide the search.

4) Hybrid: in this, the above search approaches are adopted.

Despite the adopted search approach, meta-heuristics must
be able to find a suitable PFA with high-quality trade-
offs according to several desirable features measurable with
different indicators [26]:

1) Capacity: is related to the number of different trade-offs
in PFA. A large number of alternatives is preferred.

2) Convergence: is the closeness of PFA to PF∗.
3) Diversity: is the degree of similarity among trade-offs in
PFA. Since PFA contains a finite number of trade-offs,
less similar solutions are preferred.

4) Pertinence: is the closeness of solutions in PFA to pre-
ferred trade-offs or regions of objective functions space
(these are commonly established a priori).

C. General adaptive control strategy

One of the requirements to establish the proper controller
parameters is to know the dynamic model of the plant to be
controlled [27]. When the plant is subject to unknown and
large uncertainties or disturbances, its dynamic model varies,
and the controller parameters must be updated recurrently to
maintain the desired control performance.

Fig. 3 shows the general adaptive control scheme detailed
in [27]. In this, the generalized dynamic model of the real
plant is estimated online by using its inputs and outputs, i.e.,
its injected control signals and measured responses. By using
this generalized dynamic model, the controller parameters
can be properly adjusted to fulfill a set of well-established
performance specifications.
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Fig. 3: General adaptive control scheme.

D. Proposed adaptive controller tuning strategy based on
online multi-objective meta-heuristic optimization

Fig. 4 shows the proposed adaptive control strategy for the
speed regulation of the FBM. In this, the real mechanism,
which can be subject to uncertainties or disturbances, is
handled by a model based controller whose parameters are
in turn adjusted by an adaptive mechanism. The adaptive
mechanism uses information about the real plant outputs and
control signals to estimate its generalized model parameters.
This estimation is performed through an online multi-objective
meta-heuristic optimization approach. In this, a MOP is stated
by considering several conflicting performance criteria and
constraints about the possible parameter configurations. The
performance of a given parameter configuration is measured by
performing first a dynamic simulation within a short backward
time window. The MOP is then solved by a multi-objective
meta-heuristic optimizer to obtain a set of feasible solutions
with different performance trade-offs. Finally, the decision
maker selects a single best trade-off solution among the
obtained alternatives using preferences; this solution contains a
suitable set of model parameters that are later implanted in the
model-based controller. This adaptation is performed for each
sampling instant during the execution of the speed regulation
task of the real mechanism.

The elements of the proposed adaptive control strategy are
described in detail below.

1) Real plant: The RFBM obeys the state equation ẋ =
f(p,x, u, t) in (12) and includes the dynamic parameters p
in (1) described in Section II-B. The output vector of this
mechanism is denoted by y and includes the measurable and
observable variables given in Section II-A, i.e., the angular
position, speed and acceleration of the real mechanism crank.

2) Controller: In order to regulate the speed of the RFBM
crank to a desired speed profile yd = [q̇d, q̈d]

T = [q̇d, 0]T ,
where q̇d and q̈d are the desired crank speed and acceleration,
a PD-computed-torque controller is adopted.

Computed-torque controllers are effective alternatives to
control robotic manipulators [28]. Nevertheless, the main
drawback with these controllers is that require an accurate
dynamic model of the plant to operate properly, i.e., all
the physical parameters, as well as the uncertainties and
disturbances must be known and modeled in a precise way. If
an accurate model is provided, it is possible to ensure globally
asymptotic stability with a computed-torque controller. In the
opposite case, the performance of the controller is diminished

in proportion to the inconsistencies between the real plant and
the provided model.

To overcome the above difficulty, the parameters of the
controller are updated by the adaptive mechanism based on the
meta-heuristic multi-objective optimization approach, which
online finds an accurate GFBM dynamic model equivalent
to the one of the RFBM, valid in a backward time window
w4t where the inputs and outputs of the real plant are used
for the estimation, with 4t the sampling time interval and
w ∈ Z+ the number of backward sampling instants. The
adopted PD-computed-torque controller is described by (20),
where v = Kpe+Kdė, e = yd,1− y2 and ė = yd,2− y3, with
Kp = 70 and Kd = 0.01 the proportional and derivative gains.
The vector p̂∗ contains the most suitable GFBM dynamic
parameters (1) that match the RFBM behavior.

u = M(p̂∗, q2)v + C(p̂∗, q2, q̇2)q̇2 +G(p̂∗, q2)
= fu(p̂∗,y,yd, t)

(20)

It is important to mention that when t < w4t, there is
not enough past information about the real plant inputs and
outputs, then the adaptation is not performed and an open-loop
constant control signal u0 must be adopted.

3) Dynamic simulation: In order to select the most suit-
able parameter configuration p̂∗, the performance of different
alternatives p̂ must be measured by performing first a dynamic
simulation. For this, the generalized plant is governed by
the state equation ˙̂x = f(p̂, x̂, u, t̂) in (12) and includes
the dynamic parameters p̂ (this encompasses the dynamic
parameters given in (1)). The generalized plant output vector ŷ
has the measurable and observable variables given in Section
II-A, i.e., the angular position, speed and acceleration of the
generalized mechanism crank.

This dynamic simulation is done under the following con-
ditions:
• The simulation is performed in the time interval t̂ ∈

[0, w4t] using the past information (outputs and control
signals) acquired from the real control system within the
time window t ∈ [ta − w4t, ta], where ta is the time
instant when the adaptation is performed (i.e., when the
adaptive mechanism is invoked).

• The initial conditions of the state equation ˙̂x =
f(p̂, x̂, u, t̂) are x̂1(t̂ = 0) = y1(t = ta − w4t) and
x̂2(t̂ = 0) = y2(t = ta − w4t).

• The control action applied for each simulated time instant
is û(t̂ = i4t̂) = u(t = ta−(w−i)4t), i = 0, . . . , w−1.

By taking into account the above conditions, the state
equation ˙̂x = f(p̂, x̂, u, t̂) can be solved with a numerical
integration method for each simulated sampling instant 4t̂
and a set of simulated outputs ŷ(t̂) can be obtained for the
whole simulated time interval.

4) Multi-objective optimization problem: Two performance
specifications are considered to evaluate a given parameter
configuration p̂: the degree of similarity between the real plant
and the generalized plant regarding their outputs within a short
backward time window (starting with the same initial condi-
tions and using the same control signals), and the smoothness
of the computed control signal.
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Fig. 4: Proposed adaptive controller tuning strategy based on online multi-objective meta-heuristic optimization.

The first criterion implies that the vector of parameters p̂
must minimize the differences between the real and general-
ized mechanisms within the time window t ∈ [ta − w4t, ta]
regarding their outputs y and ŷ, respectively. This degree of
similarity is measured with the integral squared error (ISE)
performance index as observed in (21). Then, with the best
parameter configuration p̂∗, the dynamics of the generalized
mechanism is equivalent to this of the real one for the
mentioned time window and p̂∗ is suitable to be used in the
PD-computed-torque controller. A higher degree of similarity
between the outputs y and ŷ implies a better estimation of the
real plant behavior, which leads to an accurate speed regulation
when the generalized plant parameters are used in the PD-
computed-torque controller.

f1(p̂) =

∫ ta

T=ta−w4t
(y(T )− ŷ(T − ta + w4t))2

dT (21)

With the second specification, the parameter vector p̂ must
minimize the difference between the control signals computed
in the adaptation time instant u(ta) and calculated for the
previous adaptation instant u(ta−4t). The smoothness of the
control signal is then measured with the squared difference in
(22). With a suitable p̂∗, the variations of the control signal
are diminished. If the control signal is smooth enough, the
wear of the real mechanism is reduced.

f2(p̂) = (u(ta)− u(ta −4t))2 (22)

As it can be noticed, there is a trade-off between these
criteria; since the real mechanism has a highly non-linear

behavior, an excessively smooth control action (e.g., with a
constant or linear behavior) cannot provide a suitable speed
accuracy.

The conflicting specifications in (21) and (22) can be con-
sidered as the objectives of the MOP in (23) which is subject
to the initial conditions and to the limits of the actuation device
umin and umax (regarding the applied torque). Additionally,
the problem is implicitly constrained by the dynamic behav-
iors of the real and generalized mechanisms, described by
ẋ = f(p,x, u, t) and ˙̂x = f(p̂, x̂, u, t̂), respectively. The
bounds of the design variables are shown in Table II.

min F (p̂) = [f1(p̂), f2(p̂)]T

subject to:
u(ta +4t)− umax ≤ 0
umin − u(ta +4t) ≤ 0
x̂1(0)− y1(ta − w4t) = 0
x̂2(0)− y2(ta − w4t) = 0

p̂mink ≤ p̂k ≤ p̂maxk , k = 1, . . . , 12

(23)

5) Multi-objective meta-heuristic optimizer: The MOP in
(23) has highly non-linear objectives and constraints. More-
over, it must be solved online to provide a suitable controller
adaptation to the changes of the real mechanism for each
sampling instant4t. Then, this problem is a suitable candidate
to be solved by using meta-heuristics.

It is necessary to compare a reasonable number of alter-
natives using different metrics to evaluate their performance
as established in the ”No Free Lunch” and ”Free Leftovers”
theorems [29] to opt for a single multi-objective optimizer in
the adaptive controller tuning problem.
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TABLE II: Design variables bounds
Variable (p̂k) Lower bound (p̂min

k ) Upper bound (p̂max
k )

p̂1 (m̂2) 0.0 (Kg) 3.0 (Kg)
p̂2 (m̂3) 0.0 (Kg) 3.0 (Kg)
p̂3 (m̂4) 0.0 (Kg) 3.0 (Kg)
p̂4 (Î2) 0.0 (Kg ·m2) 0.1604 ×10−2 (Kg ·m2)
p̂5 (Î3) 0.0 (Kg ·m2) 0.3261 (Kg ·m2)
p̂6 (Î4) 0.0 (Kg ·m2) 1.2370 ×10−2 (Kg ·m2)
p̂7 (l̂c2 ) 0.0 (m) 0.1016 (m)
p̂8 (l̂c3 ) 0.0 (m) 0.3048 (m)
p̂9 (l̂c4 ) 0.0 (m) 0.2032 (m)
p̂10 (q̂c2 ) 0.0 (rad) 0.7854 (rad)
p̂11 (q̂c3 ) 0.0 (rad) 0.7854 (rad)
p̂12 (q̂c4 ) 0.0 (rad) 0.7854 (rad)

Because of this, four state-of-art multi-objective meta-
heuristic optimizers based on different search approaches
(dominance-based, decomposition-based, metric-driven and
hybrid) and a proposed metric-driven variant of DE, are
selected to analyze the performance of the adaptive tuning
mechanism and then identify the most promising alternatives
for the adaptive controller tuning problem. Such search ap-
proaches are included in the following algorithms: NSGA-II,
MOEA/D-DE, SMS-EMOA, NSGA-III and HV-MODE. The
above optimizers are described in Section IV.

6) Pareto front approximation: Each time (i.e., for each
sampling instant 4t) that the MOP in (23) is solved by one
of the selected optimizers, a different Pareto set approximation
PA, mapped in the objective functions space as the PFA, is
obtained. The PFA includes several trade-offs between the
objectives previously described.

7) Decision maker: According to a set of preferences, the
decision maker can choose a solution in the PFA and implant
it in the controller. These preferences can be handled in three
different ways [23]: a priori, a posteriori and progressively.

In the a priori preference handling, decision making is
performed before the search, i.e., a set of well-established
preferences is required to exclude less interesting areas from
the search. Since the adaptive control system is supposed to
involve unknown uncertainties and disturbances, these pref-
erences cannot be described a priori. On the other hand, a
posteriori preference handling methods are responsible for
selecting the best trade-off once that the PFA is obtained. Pro-
gressive methods by their part, alter the preferences during the
search for the PFA by incorporating the acquired knowledge
about this. Both approaches are suitable to be used in adaptive
control, but a posteriori ones require less computational effort.

Preference handling methods can also be grouped according
to the type of the used decision maker; this can be a human
designer or an automated entity. Human designers base their
decisions on empirical and qualitative observations of the
PFA, while the automated ones use quantitative information
of the PFA to select the best trade-off.

Since different PFAs are obtained online (in short intervals
of 4t), the use of a human designer is not possible.

For these reasons, an automated decision maker which
handles preferences a posteriori is adopted in this work. For
this, the knee trade-off of the PFA is selected as the best
alternative for each sampling time instant 4t and is implanted

in the controller.

IV. MULTI-OBJECTIVE META-HEURISTIC OPTIMIZERS

The operation of different search approaches into the opti-
mizers selected to work along with the adaptive mechanism
in the proposed adaptive control strategy is presented in this
section.

A. Dominance-based

NSGA-II: The non-dominated sorting genetic algorithm II
(NSGA-II) is a widely used multi-objective optimizer due
its simplicity and effectiveness in solving a variety of con-
strained MOPs [10]. The fitness of solutions in population
is determined by the non-dominated sorting (NDS) where the
feasibility, non-domination level and crowding of each solution
are taken into account. Better solutions have more chances to
generate offsprings through crossover and mutation operations.
The size of the entire population that includes parents and
offsprings is pruned to preserve only a fixed number of the
fittest solutions for each generation.

B. Decomposition-based

MOEA/D-DE: The Multi-objective Evolutionary Algorithm
based on Decomposition and Differential Evolution (MOEA-
D/DE) is a well-known optimizer in which the MOP is
decomposed in several scalar sub-problems which are op-
timized simultaneously [30]. Together, solutions of all sub-
problems conform a Pareto front approximation. Each solution
in population is associated to a sub-problem. Sub-problems are
grouped into neighborhoods, and their corresponding individ-
uals are recombined and mutated to exploit better alternatives.

C. Metric-driven

SMS-EMOA: The S-Metric Selection Evolutionary Multi-
objective Algorithm (SMS-EMOA) is a metric-driven opti-
mizer that uses the hypervolume to guide the search for
the Pareto front approximation [25]. As in NSGA-II, the
population is ranked by using the NDS. For each generation,
a single offspring is generated from the population. The
population size is maintained fixed by discarding the worst
solution (according to the NDS fitness). If all solutions have
the same non-domination level, the hypervolume metric is used
to determine the contribution of each solution to the Pareto
front, and the alternative that contributes the least is discarded.

Proposed HV-MODE: Differential Evolution (DE) is a
meta-heuristic optimizer originally designed for global opti-
mization that bases its operation in the process of natural evo-
lution [31]. This optimizer uses three evolutionary operations
in searching for solutions: mutation, crossover, and selection.

In this work, a hypervolume based multi-objective differen-
tial evolution (HV-MODE) is proposed. This variant operation
is shown in Algorithm 1.

In HV-MODE, an initial population X with NP individuals
is generated in the search space. An external archive Xext is
adopted in this variant to store all the non-dominated solutions
obtained during the evolutionary process.
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Algorithm 1: Hypervolume based Multi-objective Dif-
ferential Evolution (HV-MODE)

1 Generate initial population X with NP individuals.
2 Evaluate individuals in X .
3 Xext ← ∅
4 G← 0
5 while G < Gmax do
6 Update Xext.
7 foreach xext

k ∈Xext do
8 Pk ← HV

(
Xext,0

)
−HV

(
Xext −

{
xext

k

}
,0

)
.

9 Sort individuals in Xext (using Pi in ascending order).
10 foreach xi ∈X do
11 if PC · [Xext] < 1 then
12 Generate a mutant individual vi (using (26)).
13 else
14 Generate a mutant individual vi (using (25)).

15 Generate an offspring individual ui (using (27)).
16 Evaluate ui.

17 Select individuals for G+1.
18 G← G+ 1

All solutions in Xext are sorted according to their contri-
bution to the archived Pareto front. The hypervolume (HV)
metric defined in (24) is used to measure this contribution,
where S is a set of non-dominated solutions, r is a reference
point and vk is the hypervolume between the k-th solution
in S (mapped in the objective functions space) and r. This
metric helps to determine the convergence degree of S and
the diversity of its solutions [26]. If the origin is selected as
the reference point r, a lower value of HV implies a better
quality of S. The contribution of a solution xvk is then given
by Pk = HV (Xv,0)−HV (Xv − {xvk} ,0).

HV (S, r) =

[S]⋃
k=1

vk (24)

During Gmax generations, individuals in population are
mutated and recombined to generate new alternatives. If there
is enough information in Xext according to PC · [Xext] ≥ 1,
with PC a percentage of the solutions in the external archive,
then each solution xi in population generates a mutant vector
vi with (25) as in the variant ”DE/current-to-pbest/1” in [32].
In this, the pbest solution is randomly selected from the most
PC valuable solutions in Xext (according to Pk) while the
solutions xr1 and xr2 are two randomly selected individuals
such that r1 6= r2 6= i, and F , K are the mutation rates. The
above allows to perform an exploitation of individuals when
enough potential search regions, lead by solutions in Xext,
are identified.

vi = xi + F · (xextpbest − xi) +K · (xr2 − xr3) (25)

In the opposite case when PC · [Xext] < 1, this mutant
vector vi is generated by (26) using solutions in population
as in the variant ”DE/current-to-rand” [33]. In this case, xr1 ,
xr2 and xr3 are three randomly selected individuals such that
r1 6= r2 6= r3 6= i, and F , K are the mutation rates. This

mutation approach enhances the exploratory search when not
enough potential search regions are identified.

vi = xi + F · (xr1 − xi) +K · (xr2 − xr3) (26)

Once the mutant individual vi is generated, it can be
recombined with xi to obtain an offspring ui by using the
binomial crossover in (27) for each design variable j with
CR the crossover rate and jrand a randomly selected design
variable.

ui,j =

{
vi,j , if rand(0, 1) ≤ CR or j = jrand
xi,j , otherwise (27)

At the end of each generation, the Pareto dominance gen-
eralization of the tournament selection operator in [34] is
used to decide among the individuals in the population and
their offsprings, the alternatives that are preserved for the next
generation based on dominance and feasibility.

When the last generation is reached, the best trade-off
solutions are found in the external archive.

D. Hybrid

NSGA-III: The Non-dominated Sorting Genetic Algorithm
III (NSGA-III) is a recent optimizer based on NSGA-II which
includes a reference-point based selection mechanism that pro-
motes solutions close to a set of preferred points [35], [36]. As
in NSGA-II, the population is ranked by using the NDS. For
each generation, individuals in the population are recombined
to generate offsprings which can be mutated. Individuals that
persist in the population are those with the best level of non-
domination. If the population size is exceeded, some solutions
with the last accepted level of non-domination are removed
by using niching concerning a normalized hyper-plane with
different reference solutions in the objective function space.
For this, solutions in population must also be normalized. This
process takes into account some decomposition-approach ideas
to establish the proper normalization ranges of each objective.

V. TESTS AND RESULTS

A. Test design

For test in simulation, the crank speed of the RFBM in Fig.
2 must be regulated to q̇d = 2π (rad/s) during 5 (s).

The sampling time instant is chosen as4t = 5 (ms) and the
number of backward sampling instants as w = 10. The gains
of the PD-computed-torque controller are empirically set as
Kp = 70 and Kd = 0.01. The limits of the actuation device
are selected as umin = −7 (N ·m) and umax = 7 (N ·m).
Finally, the initial control signal (applied when t ∈ [0, w4t])
is u0 = 6 (N ·m).

The optimizers NSGA-II, MOEA/D-DE, SMS-EMOA,
NSGA-III, and HV-MODE, which use different search ap-
proaches, are used in the adaptive mechanism of the tuning
strategy; then, the strategies based on these are referred with
the name of the optimizer prefixed by ”ACTS-” (from adaptive
controller tuning strategy).

In this work, the SBX crossover and the Polynomial
mutation operators are used in NSGA-II, SMS-EMOA, and
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TABLE III: Parameters of the multi-objective meta-heuristic optimiz-
ers

Optimizer Parameters
NSGA-II pm = 0.083 pc = 0.9 ηc = 20

ηm = 100
MOEA/D-DE F = 0.5 CR = 0.5 T = 6
SMS-EMOA pm = 0.083 pc = 1.0 ηc = 20

ηm = 100
NSGA-III pm = 0.083 pc = 0.9 ηc = 20

ηm = 100 p = 4
HV-MODE F = 0.5 K = 0.5 CR = 0.5

PC = 0.25

NSGA-III, as in the original versions of these optimizers. For
MOEA/D-DE, the Tchebycheff decomposition approach and
the evolutionary operators of the ”DE/rand/1/bin” variant of
differential evolution [37] are adopted because of its recur-
rently use and proven high performance in multi-objective
optimization [38].

The parameters of these meta-heuristics are shown in Table
III. The population size for all alternatives is set as NP = 30,
and the maximum number of generations as Gmax = 120
except for SMS-EMOA, i.e., 3600 evaluations of the objective
function vector are performed per optimization process. In
SMS-EMOA, the population size is chosen as NP = 30
and Gmax = 3600 iterations are performed since only one
offspring is generated and evaluated per generation. The above
parameters are selected by trial and error, starting from the
configurations suggested on their original papers, and slightly
increasing/decreasing them until no improvement is obtained
regarding the mean hypervolume in the ACTS execution.

B. Analysis of results

A single execution of all control alternatives based on
five optimizers from different search approaches is analyzed.
Since for each single execution of a control alternative, the
control parameters must be adapted in every sampling instant
4t (starting from (w + 1)4t) during 5 (s), a total of 989
optimization processes are performed, and the same number
of Pareto front approximations are obtained.

Table IV shows the speed regulation performance of each
control alternative concerning the integral absolute error (IAE),
the integral time-weighted absolute error (ITAE), the integral
squared error (ISE) and the integral time-weighted squared
error (ITSE) [39]. The control signal smoothness is measured
by the integral of the absolute value of the derivative control
signal (IADU) [40]. The above measurements are calculated
when all alternatives reach the reference signal, i.e., in the
time interval t ∈ [0.5, 5] (s) for both scenarios.

In Table IV, different trade-offs between the speed regula-
tion performance (regarding IAE, ITAE, ISE, and ITSE) and
the smoothness of the control signal (IADU) can be observed.
Two alternatives stand out from others since they achieve
the best performances according to the control measurements,
these are ACTS-SMS-EMOA and ACTS-HV-MODE whose
optimizers are from the metric-driven search approach. With
ACTS-SMS-EMOA, the lowest regulation error is achieved
while the smoothest control signal is obtained with ACTS-
HV-MODE.

It is important to remark that the above performance trade-
offs are obtained by selecting the knee solution from every
found Pareto front approximation, no matter the selected
optimizer. If the application requires it, a different trade-off
solution can be chosen by using a different preference handling
method [40] to balance the objectives or prioritize one of them
more than the other.

As a matter of reference, Table IV shows the performance
of a PI controller (with Kp = 6.778 and Ki = 0.097 the
iteratively tuned proportional and integral gains, respectively),
a widely used controller in the industry for speed regulation
[41]. It is observed that the speed regulation error of the PI
controller (regarding IAE, ITAE, ISE and ITSE indicators)
is more than 1300% of the regulation error achieved with
ACTS-HV-MODE. Concerning the smoothness of the control
signal, the IADU value of the PI controller is between the
90% and 97% of the proposed strategies, which is due to the
PI controller linear behavior.

The behavior of all adaptive controller tuning strategies can
be observed in Fig. 5. The left column shows the crank speed
and its error (concerning the reference signal) achieved with
all alternatives. In the right column are the applied control
signal and its variations for all strategies. The different trade-
offs between the speed regulation performance and the control
action smoothness are observed in the sub-plots.

Additionally, the performance of the search approaches
adopted by the selected optimizers is analyzed during the
execution of its corresponding adaptive control strategy. For
this, the quality of each Pareto front approximation (from
the 989 fronts obtained in a single execution) is evaluated
by using the hypervolume indicator in (24) using the origin
as the reference point, and the two-set-coverage metric. The
two-set-coverage metric (also named C-metric) determines the
overlaps between two different Pareto front approximations
regarding the ratio of non-dominated solutions.

Table V shows the mean and standard deviation values of the
calculated hypervolumes. In this, the metric-driven and hybrid
optimizers have the best values of hypervolume. It is also
observed that the HV-MODE from the metric-driven search
approach finds the best Pareto front approximations regarding
diversity and convergence.

In addition to the descriptive statistical results, the Wilcoxon
test is performed by pairs of the hypervolume samples ob-
tained with each optimizer to determine if the differences
between results are significant and are not due to chance.
For this, the ”two-sided” alternative hypothesis is selected,
which establishes that medians of two different samples are
significantly different, i.e., one alternative performs better than
the other. On the other hand, the ”null” hypothesis establishes
the opposite, i.e., the medians are close, and no significant
differences are found.

The results of the Wilcoxon test for the hypervolume
samples are shown in Table VI. In this, the R+ column
indicates the times that the first alternative overcomes the
second one and the R− column denotes the opposite. The
column p-value shows the probability of accepting the null
hypothesis, then values below 0.05 (by setting the statistical
significance as 5%) allow valid conclusions to be drawn. The
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winner alternatives are highlighted in boldface. According to
these results, the metric-driven and hybrid optimizers show to
have an outstanding performance since they can find diverse
and convergent Pareto front approximations. In the same way,
HV-MODE turned out to be the most promising optimizer,
since the hypervolumes of its obtained approximations are
significantly better than the ones from the other alternatives.
Another good performing alternative is NSGA-III which is fol-
lowed by NSGA-II, SMS-EMOA, and MOEA/D-DE regarding
the number of wins.

The obtained results concerning the C-metric are shown
in Table VII. In this, the C-metric is computed over the
approximations obtained for each time instant with a pair of
optimizers. The winner of each pairwise comparison is shown
in boldface. According to the number of wins, the metric-
driven optimizers has the best coverage of non-dominated
solutions. The HV-MODE turn out to be the most promising
optimizer and is followed by SMS-EMOA, NSGA-III, NSGA-
II, and MOEA/D-DE.

As in the non-parametric statistical study of the hyper-
volume indicator, the Wilcoxon test is used to determine
significant differences between samples obtained from the
binary C-metric comparisons. Table VIII shows the results of
this test and alternatives in boldface are the winners of each
comparison. In this, again the metric-driven optimizers show
to have the best performance. From Table VIII, HV-MODE
achieves the maximum number of wins and is followed by
SMS-EMOA, NSGA-II, NSGA-III and MOEA/D-DE.

Additionally, a multi-comparative test of Friedman among
optimizers is presented in the supplementary materials.

Finally, it is important to mention that for a real application
with an FBM prototype, is necessary to perform the online
optimization of the control system in real-time. The above
requires the selection of adequate implementation technologies
to reduce the optimizer search time. In this way, efficient
optimizers are more suitable for narrow time windows. Con-
sidering Ta as the average time required by the most efficient
optimizer to find the Pareto front approximation, the computa-
tional efficiencies of compared optimizers are listed from best
to worst: Ta for MOEA/D-DE, 1.1 · Ta for NSGA-II, 1.6 · Ta
for NSGA-III, 1.8 · Ta for HV-MODE, and 3.7 · Ta for SMS-
EMOA.

VI. CONCLUSIONS

The proposed adaptive controller tuning strategy shows to
be effective for speed control of the FBM. Despite the highly
non-linear dynamic behavior of this system and the induced
highly non-linear uncertainties, the proposed strategy can find
an accurate estimated model online to tune the parameters
of the PD-computed torque controller that reduces the speed
regulation error while produces a smooth control action that
prevents the mechanism wear.

From the control engineering point of view, the adap-
tive controller tuning strategies based on the metric-driven
approach achieve the best performances. The ACTS-SMS-
EMOA obtains the lowest speed regulation error (i.e., ACTS-
SMS-EMOA finds the most suitable GFBM dynamic parame-
ters used in the speed controller) while the ACTS-HV-MODE

TABLE IV: Results of ACTS-NSGA-II, ACTS-MOEA/D-DE, ACTS-
SMS-EMOA, ACTS-HV-MODE and ACTS-NSGA-III.

Alternative IAE ITAE ISE ITSE IADU
ACTS-NSGA-II 0.1139 0.3201 0.0042 0.0120 0.4931
ACTS-MOEA/D-DE 0.1239 0.3382 0.0102 0.0279 0.6351
ACTS-SMS-EMOA 0.0946 0.2661 0.0030 0.0086 0.4817
ACTS-HV-MODE 0.1256 0.3555 0.0060 0.0175 0.4274
ACTS-NSGA-III 0.1005 0.2780 0.0066 0.0179 0.6100
PI controller 1.6932 4.6533 0.8132 0.8192 0.4167

develops the smoothest control signal. The above according
to the control performance indicators IAE, ITAE, ISE, ITSE,
and IADU.

Based on statistical evidence over the hypervolume indi-
cator, the best search approaches considering the disturbed
system are provided by metric-driven and hybrid alterna-
tives (SMS-EMOA, HV-MODE, and NSGA-III). These are
followed in performance by the dominance-based alternative
(NSGA-II), which finds Pareto front approximations whose
solutions have low values of the estimation error objective.
Concerning to decomposition based approach (MOEA/D-DE),
the lack of diversity and convergence of the found trade-offs
diminishes the overall control system performance.

According to the C-metric, statistical evidence shows that
the metric-driven optimizers (HV-MODE and SMS-EMOA)
find better non-dominated solutions than the rest of the al-
ternatives. It is important to highlight that the metric-driven
alternatives achieve a better coverage than dominance-based,
hybrid, and decomposition-based approaches.

The proposed metric-driven HV-MODE shows outstanding
performance when compared with the other optimizers regard-
ing the two selected indicators (hypervolume indicator and
C-metric). The above is due to the inclusion of elitism by
using an external archive to store the most promising solutions.
Additionally, the knowledge share of the best-known solutions
in this archive (according to their hypervolume contribution)
and the currently found solutions in population, allows guiding
the search for alternatives in less explored regions of the Pareto
front. On the other hand, the interchange between the evo-
lutionary operations of the variants DE/current-to-rand/1/bin
and DE/current-to-pbest/1/bin enhances the exploration and
exploitation capabilities of HV-MODE when necessary. These
evolutionary operations can be modified to extrapolate the use
of HV-MODE to different problems.

Among the observed advantages of the online multi-
objective meta-heuristic optimization approach to adaptive
tuning methods, is the possibility to include preferences to
improve the performance of one or more tuning criteria based
on the application necessities (these can also be changed
dynamically). Then, as further work is the inclusion of pro-
gressive or interactive preferences that depend on the problem
context, for example, giving a lower preference to the control
action smoothness when abrupt uncertainties are identified.
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Fig. 5: Behavior of ACTS-NSGA-II, ACTS-MOEA/D-DE, ACTS-HV-MODE, ACTS-SMS-EMOA and ACTS-NSGA-III.


